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Abstract

Data on the efficacy and safety of psychiatric medicines should form the foundation of evidence-based treatment practices. The US Food and Drug Administration (FDA) reviews such data in determining whether to approve new treatments, and the published literature serves as a repository for evidence on treatment benefits and harms. We describe the FDA review of clinical trials, examining the underlying logic and legal guidelines. Several FDA reviews provide evidence that the agency requires only minimal efficacy for psychiatric drugs. Further, in some instances, the FDA has relied on secondary rather than primary outcomes and has discounted the findings of negative studies in its review of antidepressant and antipsychotic medications. The published literature provides another lens into the safety and efficacy of treatments. We describe how treatment efficacy is systematically overstated and treatment-related harms are understated in the scientific literature. Suggestions are provided to improve public access to underlying safety and efficacy data and for the FDA to potentially improve its review process.
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INTRODUCTION

This article describes the assessment of drug effectiveness and its relation to drug approval. Although much of the included information and our recommendations have wide application, we focus especially on antidepressant assessment and approval. Clinical psychologists have a particular interest in psychotropic drugs, and antidepressants are the most widely prescribed class of psychotropic medication.

In the United States, antidepressants are the most popular treatment for major depressive disorder (Olfson et al. 2002). They are also the third-most prescribed class of medications and are the most-used prescription drugs among adults ages 18–44 (Pratt et al. 2011). Most treatment guidelines recommend these drugs for the first-line management of depression, particularly for patients with severe depressive symptoms (e.g., Am. Psychiatr. Assoc. Work Group Major Depress. Disord., Dep. Veterans Aff. Manag. Major Depress. Disord. Work. Group 2009). Some recent guidelines have also endorsed adding atypical antipsychotic medication to an antidepressant treatment regimen that is not yielding sufficient benefit (Patkar & Pae 2013).

In the United States, the Food and Drug Administration (FDA) examines evidence pertaining to a drug’s efficacy and safety when deciding whether to approve a medication for marketing as a treatment. Some might assume that the FDA separates the wheat from the chaff, only approving medications that have demonstrated impressive efficacy. However, thorough meta-analytic reviews over the past 15 years have cast doubt on the clinical significance of antidepressant treatment, suggesting that an FDA stamp of approval does not equate to substantial benefits relative to placebo for most people taking antidepressants (Kirsch & Sapirstein 1998; Kirsch et al. 2002, 2008; Turner et al. 2008b). When weighing the evidence for approving an antidepressant, the FDA does not consider data on such outcomes as quality of life or how people function in work and social settings. Indeed, the extent to which antidepressants help people achieve meaningful change in interpersonal relationships, improve occupational functioning, and attain improved overall well-being is not clearly established (Bech 2005, Greener & Guest 2005, Healy 1999,
Papakostas et al. 2004). With such outcomes ignored in the FDA review process, there is little incentive for sponsors to examine how their drugs target these variables.

A clear understanding of the FDA approval process and its relationship to actual drug efficacy and safety should be beneficial for clinicians, researchers, and consumers of mental health services. This review focuses primarily on antidepressants because of their wide use and relevance in clinical psychology, but the issues raised herein apply throughout all of psychiatry and much of general medicine. We concentrate on issues pertaining to efficacy but place a strong secondary emphasis on the evaluation of drug safety, given that the value of any treatment lies at the intersection of its potential to heal and its potential to harm.

**CURRENT FOOD AND DRUG ADMINISTRATION POLICY**

**Statistical Significance**

Prior to marketing a drug for a specific condition, a pharmaceutical firm must receive approval from the FDA. After testing a prospective drug in animals, a drug undergoes a three-phase human testing process, which may culminate in marketing approval. Several trials are conducted as part of an FDA New Drug Application (NDA). In phase I research, a psychiatric drug is tested in normal volunteers and/or people with relevant psychiatric diagnoses to examine side effects and how the drug is absorbed, distributed, excreted, and metabolized. Phase II studies aim to produce preliminary evidence of efficacy and are often open label or single blind in design. These studies should provide some idea of an effective dose range. Phase III studies provide a more rigorous examination of efficacy, comparing the investigational treatment to a placebo control in a double-blind manner.

The FDA antidepressant clinical trial guidelines suggest that “preferably three to five” phase III studies should compare the new drug with a placebo and an already established compound (e.g., an antidepressant with demonstrated greater efficacy than placebo) (Food Drug Admin. Cent. Drug Eval. Res. 1977). These phase III trials are characterized by the FDA as “adequate and well-controlled” trials. According to federal law governing new drug approval, “Reports of adequate and well-controlled investigations provide the primary basis for determining whether there is ‘substantial evidence’ to support the claims of effectiveness for new drugs” (Code Fed. Regul. 2013). Thus, results of phase III trials are paramount to determining whether a psychiatric drug receives FDA approval. In some instances, the FDA does not rely on placebo-controlled trials to determine efficacy, but for psychiatric medicines, such trials are nearly always the basis of efficacy evidence. The FDA often convenes advisory committees that weigh in on a drug’s efficacy and safety profile in clinical trials. These committees typically vote on whether a drug should receive approval; the FDA generally heeds their advice.

When evaluating a trial, FDA reviewers typically consider a study’s results positive when the primary outcome reflects a statistically significant advantage over placebo. In psychiatric drug research, results are often mixed, with some studies finding a statistically significant benefit for an investigational drug and others not finding such a benefit. The FDA has interpreted federal law as requiring drug approval if it is found to be safe, the labeling is accurate, and at least two trials have shown positive results—regardless of how many studies have been conducted (Food Drug Admin. 1990, Food Drug Admin. Cent. Drug Eval. Res. 1998).

This was clearly illustrated in the debate over whether Pfizer’s antidepressant drug sertraline should win FDA approval. Pfizer conducted five placebo-controlled trials, with three finding negative results on the primary outcome, one finding positive results, and one finding mixed results but that was considered mostly positive by the FDA (positive when results were pooled across dosages but not for two of three doses examined individually) (Food Drug Admin. Cent. Drug
Bob Hammer, a psychiatry and statistics professor who served on an advisory committee regarding sertraline’s potential FDA approval, interpreted the results as follows:

If all we had was the two outpatient studies and they fairly clearly showed some sertraline effect, we would have what I interpret as the criteria necessary for us to say go ahead and approve the drug. That is, we have more than one well-documented study that demonstrates an effect. So the question is how do we interpret these two positive results in the context of several more studies that fail to demonstrate that effect? I am not sure I have an answer to that but I am not sure that the law requires me to have an answer to that—fortunately or unfortunately. That would mean, in a sense, that the sponsor could just do studies until the cows come home until he [sic] gets two of them that are statistically significant by chance alone, walks them out and says that he has met the criteria. (Food Drug Admin. 1990)

In the same committee meeting during which Hammer made comments above, Paul Leber, director of the FDA’s Division of Neuropharmacological Drug Products, stated that by law, sertraline must be approved when there is “more than one investigation which is adequate and well controlled which would allow experts—experts by experience, training and background—to reach a conclusion that the drug is effective” (Food and Drug Admin. 1990).

An FDA historian (Junod 2012) describes the underlying legal requirements as follows: “The fact that terms such as ‘preponderance of evidence’ or ‘evidence beyond a reasonable doubt’ were not used indicates that Congress did not intend to set the bar for efficacious new drug approvals too high. New drugs did not have to be superior to other drugs on the market nor did ‘substantial evidence’ mean evidence ‘so strong as to convince everyone’.” Thus, overwhelming evidence of efficacy is clearly not required. Indeed, the FDA’s standard of “substantial evidence” of efficacy has been described as between a “scintilla and a preponderance” (Junod 2012).

Much of the American public is unaware of the FDA’s relatively low bar for efficacy. Indeed, 39% of a nationally representative sample endorsed that the “FDA only approves prescription drugs that are extremely effective,” and 25% believed that “only extremely effective drugs can be advertised to consumers” (Schwartz & Woloshin 2011). To our knowledge, no formal research exists regarding how mental health professionals, including psychologists, interpret the meaning of FDA approval.

Clinical Significance
The FDA’s weighing of evidence does not consider clinical significance. If a drug is found to be more effective than a placebo by a statistically significant margin twice, then FDA approval is essentially guaranteed provided that no major safety issues emerge. Whether a drug achieves a statistically significant advantage over a placebo depends on three items: (a) the mean difference on the primary outcome for the drug versus the placebo, (b) the sample size, and (c) the within-group variance. It is well established that the mean difference favoring antidepressant treatment is modest—typically less than the three points on the widely used Hamilton Rating Scale for Depression (HAM-D) that has been proposed as a criterion of clinical significance (Kirsch et al. 2008, Natl. Inst. Health Care Excell. 2004). With a sufficiently large sample size, trials are well powered—some might say overpowered—to detect a statistically significant advantage that is clinically insignificant (Carroll et al. 2004, Hochster 2008).

The FDA does not consider clinical significance when reviewing new drug applications. The National Institute for Health and Care Excellence (NICE), the organization that sets official treatment guidelines for the National Health Service in the United Kingdom, set a drug-placebo difference of three points on the HAM-D or a standardized mean difference of 0.5 as its cutoff
for determining clinical significance (Natl. Inst. Health Care Excell. 2004). A large meta-analysis of second-generation antidepressants [selective serotonin reuptake inhibitors (SSRIs) and other newer drugs] versus placebo found a standardized mean difference effect size of $d = 0.31$ (Turner et al. 2008b), which was interpreted by two of the investigators as “measurable and significant” (Turner & Rosenthal 2008). A similar meta-analysis of antidepressants versus placebo generated an effect size of $d = 0.32$ (Kirsch et al. 2008), and the authors interpreted the treatment benefit as clinically insubstantial. Most researchers likely agree that an antidepressant effect size of $d = 0.19$ [just below the criterion of $d = 0.20$ set for a small effect by Cohen (1988)] is clinically meaningless and that $d = 0.50$ is meaningful. However, the effects generated for most psychiatric drugs when used for their FDA-approved purposes fall somewhere between these goalposts. Antipsychotic drugs are widely believed to have impressive treatment benefits when used for treating schizophrenia. Yet in FDA registration trials, the pooled effect of second-generation antipsychotic drugs over placebo was only 0.44 (Turner et al. 2012). Complicating matters further, treatment-related risks and the financial costs of treatment must also be considered in any overall risk-benefit examination. Debate will likely continue regarding where cutoffs for clinical significance should be set, and as Cohen (1988) noted, these are likely to be different from one domain to another. Despite the difficulty in quantifying treatment benefit, few would disagree that some manner of assessing clinical significance is needed, and for the moment, the NICE criteria are the only ones that have been adopted by an official policymaking agency.

**Failed Studies**

The FDA distinguishes between negative trials and failed trials. In phase II and III trials, an investigational antidepressant is often compared to both a placebo and an established antidepressant. In such trials, if neither the investigational antidepressant nor the established antidepressant outperforms placebo, the study is written off as “failed,” and its results are considered invalid. The trial is said to lack “assay sensitivity.” The logic is as follows: Suppose a three-arm trial compared a new drug to fluoxetine (an established antidepressant) and a placebo. Fluoxetine is a known antidepressant, so it if failed to outperform a placebo, then something must have been wrong with the trial itself—perhaps rating scales were done incorrectly or the sample was not appropriate. Essentially, the adequacy of the study is judged by its outcome rather than its methods. Indeed, two senior FDA officials said that this type of three-arm study was preferred because it “allows a clear distinction between a drug that does not work (the standard agent is superior to placebo but the new drug is not) and a study that does not work (neither the standard drug nor the new drug is superior to placebo)” (Temple & Ellenberg 2000, p. 457).

Judging a study by its outcome as opposed to its methods turns the scientific method on its head. The idea of assay sensitivity is based on the assumption that drugs that are established as efficacious have unquestionably demonstrated strong superiority to placebos (Otto & Nierenberg 2002). This is clearly false. More trials showed negative than positive results in applications for FDA approval for bupropion sustained-release (SR), citalopram, sertraline, and vilazodone (Dinh et al. 2010, Turner et al. 2008b). Nine of the 16 studies submitted for paroxetine yielded either negative or questionable results, and half of the 10 submitted mirtazapine studies showed negative results (Turner et al. 2008b). Yet each of these drugs is an established, FDA-approved antidepressant. Should negative trials of new drugs be deleted from the scientific record because both the new and the “established” drug failed to beat a placebo? The logic of assay sensitivity appears akin to a baseball or football team counting only its victories over the course of a season because the losses must have been fluke events due to poor officiating, injuries, the effect of the crowd, and other events not related to the actual skill of the team. Antidepressants are associated with a modest effect
size benefit over placebos; effect sizes across trials vary from study to study, and such variation is to be expected. Thus, some studies may yield impressive effects while other studies of the same compound will yield an effect that fails to achieve statistical significance. There is no compelling reason to suspect that a trial with negative results was done more poorly than a trial yielding a statistically significant positive finding. Furthermore, studies in which the placebo response is higher are more likely to result in an established antidepressant failing to outperform the placebo. Thus, the reliance on the principle of assay sensitivity leads the FDA to disproportionately rely on trials in which the placebo response is lower. Indeed, pharmaceutical companies and researchers are searching for ways of lowering the placebo response (e.g., excluding data from centers that have a “nonplausible” placebo response rate) in the hope of making it easier to show a statistically significant drug effect (Merlo-Pich et al. 2010, Rutherford & Roose 2013).

Both negative outcomes and the issue of assay sensitivity were on display in the FDA’s 2011 approval of vilazodone, in which five phase II studies all failed to demonstrate efficacy of the drug (Dinh et al. 2010). In three of these trials, an approved antidepressant also failed to significantly outperform a placebo, whereas two trials limited to comparing vilazodone to a placebo found no benefit for the drug. Yet the two phase III studies comparing vilazodone to a placebo were positive, leading to the drug’s approval. Vilazodone beat a placebo in two of seven trials and is considered an effective antidepressant. Several FDA staff members wrote an article in which they describe how the drug was approved. Germane to the current discussion, it was mentioned that lack of assay sensitivity caused three negative trials to be discarded. The following comment was made regarding the two trials comparing vilazodone to a placebo without also including an established antidepressant comparison: “The 2 trials lacking an active control group could be considered ‘negative’ trials for vilazodone, but this is not certain in the absence of an active control to confirm assay sensitivity” (Laughren et al. 2011, p. 1168). Similarly, a trial comparing nefazodone and a placebo yielded negative results. The FDA reviewer, in contrasting the negative results of the trial to another trial in which nefazodone was significantly superior to a placebo, wrote, “The inclusion of an active control arm may have provided some explanation for the lack of efficacy” (Food Drug Admin. Cent. Drug Eval. Res. 1994, p. 88). Table 1 describes how the FDA appears to interpret clinical trial results as positive, negative, or failed depending on the design and trial results.

Table 1  How the US Food and Drug Administration (FDA) apparently interprets results from premarketing trials

<table>
<thead>
<tr>
<th>Trial type</th>
<th>Result on primary outcomea</th>
<th>FDA evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-arm: experimental drug, placebo</td>
<td>Negative</td>
<td>Likely “failed study” due to lack of assay sensitivity</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Three-arm: experimental drug, established drug, placebo</td>
<td>Negative for experimental drug</td>
<td>“Failed study” due to lack of assay sensitivity</td>
</tr>
<tr>
<td></td>
<td>Negative for established drug</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive for experimental drug</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>Positive for established drug</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive for experimental drug</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>Positive for established drug</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Negative for experimental drug</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>Negative for established drug</td>
<td></td>
</tr>
</tbody>
</table>

aPositive indicates a statistically significant benefit on the primary outcome measure; negative indicates lack of a statistically significant benefit on the primary outcome measure.
Table 2: Antidepressant trials with negative results on primary outcome but considered supportive of efficacy by the US Food and Drug Administration (FDA)

<table>
<thead>
<tr>
<th>Trial: drug</th>
<th>Primary outcome; description of FDA interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGFR: olanzapine/fluoxetine combination (Laughren 2007b, Shelton et al. 2001)</td>
<td>Negative on HAM-D; FDA determined MADRS was a more appropriate measure given that it is purportedly less likely to conflate potential increases in appetite and sleep with antidepressant efficacy. However, FDA reported no such analyses of individual MADRS or HAM-D items in this trial.</td>
</tr>
<tr>
<td>HGIE: OFC (Corya et al. 2006, Laughren 2007b)</td>
<td>Negative on MADRS; FDA and sponsor agreed that a posthoc analysis including only participants who had failed two prior antidepressant trials during current depressive episode would be included in the analysis. This posthoc analysis was positive.</td>
</tr>
<tr>
<td>X065: fluoxetine for pediatric depression (Emslie et al. 1997)</td>
<td>Negative on combined final CDRS score &lt;28 and endpoint CGI score of 1 or 2; the sponsor (Eli Lilly) later selected a different primary outcome on which positive results were found.</td>
</tr>
<tr>
<td>HCJE: fluoxetine for pediatric depression (Emslie et al. 2002)</td>
<td>Negative on reduction in CDRS scores of ≥30%; results were positive on some secondary measures.</td>
</tr>
</tbody>
</table>

Abbreviations: CDRS, Children’s Depression Rating Scale (Poznanski & Mokros 1995); CGI, Clinical Global Impression rating scale; HAM-D, Hamilton Rating Scale for Depression (Hamilton 1960); MADRS, Montgomery-Asberg Rating Scale for Depression (Montgomery & Asberg 1979); OFC, olanzapine/fluoxetine combination.

Three-arm trials in which a new drug outperforms a placebo—but in which the established drug is significantly superior to the new drug—appear to be interpreted as positive by FDA. For instance, in trials underlying its FDA application, the antipsychotic drug iloperidone was compared to established agents and a placebo. Its efficacy was worse than existing agents, yet because it outperformed a placebo (depending on which patients were included), it received approval (Turner et al. 2012).

Primary and Secondary Outcomes

Because sponsors collect data on several outcomes, they are instructed to specify a single, primary efficacy outcome measure a priori in order to avoid simply cherry-picking an efficacy measure post hoc on which statistically significant results were obtained. Yet even when a trial obtains a null result on the primary outcome, it may still be interpreted as supporting the efficacy of a drug. Table 2 lists several instances in which this has occurred in the case of drugs approved as antidepressants. Fluoxetine is one of only two FDA-approved antidepressants for children, yet in both trials upon which its approval was based, the prespecified primary outcome yielded no significant advantage over a placebo (Mosholder 2001). Eli Lilly submitted five studies regarding the efficacy of the combination drug olanzapine/fluoxetine for patients who did not demonstrate an adequate response to antidepressant treatment. One trial clearly demonstrated positive results. None of the other four trials achieved a statistically significant change on the primary outcome measure (Laughren 2007b). However, positive results on a secondary measure in one study and use of only a subset of participants in a second study led to both trials being deemed as providing supportive efficacy evidence. It is disconcerting that the FDA accepted these trials as supporting the drug’s efficacy, particularly in the context of a medication tied to substantial weight gain, elevated metabolic laboratory values, frequent sedation, and edema (Spielmans et al. 2013).

Ignoring Negative Efficacy Results

In addition to changing primary outcomes and analyzing only a subset of patients, the FDA has sometimes ignored negative trials entirely. The antipsychotic drug quetiapine was approved for treating schizophrenia in 1997. An extended-release formulation of quetiapine was later created,
which received FDA approval for treating schizophrenia in May 2007. The statistical review notes that its sponsor, AstraZeneca, submitted three studies—and that only one had a positive result. Nonetheless, the drug was approved, as the FDA informed AstraZeneca that only one positive study was needed given that a shorter-acting version of the drug had already received FDA approval (Laughren 2007a). The FDA statistical review described three studies. In one (study 133), three doses of the extended release and one dose of the standard release version of the drug failed to beat placebo; given that 565 patients were enrolled, there was sufficient statistical power to detect an advantage for the drug (Dinh 2007). In a second large trial (study 132), all three doses of extended-release quetiapine outperformed a placebo. In a third large trial (study 41), only one dose (600 mg) of extended-release quetiapine was superior to placebo, with two doses of extended-release quetiapine and two doses of standard-release quetiapine not outperforming placebo (Dinh 2007). The preponderance of the evidence was negative—most comparisons of varying dosages yielded negative results—yet the drug was approved.

The approval of bupropion SR was based on even less impressive evidence. An immediate-release form of bupropion was approved as an antidepressant in 1985. Several years later, Burroughs Wellcome filed for approval to market a SR form of the drug. Three large placebo-controlled trials were conducted in which several doses were used. Only the 300 mg dose was used consistently in each of the three trials; this dosage outperformed the placebo in only one of three studies (study 203), and in the study where it was statistically superior, it barely beat the placebo ($p = 0.04, d = 0.27$). The FDA reviewer interpreted study 203 as negative given that the statistically significant benefit on the HAM-D would have not been positive had controls for multiple statistical tests been implemented. By pooling across the three trials (not normally done at the FDA), the FDA reviewer found a statistically significant effect on the HAM-D for the 300 mg SR dose, yet no effect was found on the HAM-D item assessing depressed mood. We performed a meta-analysis of the data provided in the FDA review and found a very modest effect size of $d = 0.17$ on the HAM-D for the 300 mg dose. A prior meta-analysis including doses of 300 mg and above found the same overall effect (Turner et al. 2008b). The FDA reviewer wrote that “the critical issue here is not whether or not bupropion works or whether or not the SR formulation works, but rather, what is the effective dose range that should be recommended to clinicians” (Food Drug Admin. Cent. Drug Eval. Res. 1994–1995, p. 58). The FDA initially rejected the drug but then approved the SR formulation a few months later. The letter indicating drug approval mentioned that “it was decided internally” that data from trials on the immediate-release form of the drug established “an effectiveness link” between the immediate-release form and the SR form of the drug. In other words, the FDA chose to ignore that its reviewer considered all three SR trials as negative and instead extrapolated efficacy data from a different formulation of the drug. The prescribing information for bupropion SR notes that “there are not as yet independent trials demonstrating the antidepressant effectiveness of the sustained-release formulation of bupropion” but describes clinical trials showing the efficacy of the immediate-release version and also notes that the drugs are bioequivalent (GlaxoSmithKline 2013b, p. 6). Thus, consumers and prescribers could logically (yet incorrectly) conclude that the SR form has demonstrated efficacy. The prescribing information contains no mention of the negative trials of the efficacy of bupropion SR.

**Long-Term Efficacy**

Antidepressants are typically approved for short-term use based on trials ranging from four to eight weeks. If depressive symptoms show substantial improvement in the short term, the FDA considers separately whether a drug is efficacious for maintaining such improvement. Pharmaceutical firms design maintenance-phase trials using the randomized withdrawal design,
in which participants who initially responded to treatment are randomly assigned to receive either continuing treatment with the same drug or to receive a placebo. In nearly all such trials, the switch to placebo treatment is abrupt.

These trials are generally quite similar in design. Patients typically receive an open-label antidepressant treatment. Those who reach a certain response threshold are then randomly assigned to continue the same treatment or to take a placebo. Participants are then followed for a time between several months to a year or two. A meta-analysis of 31 such trials found pooled relapse rates of 41% on placebo versus 18% on antidepressants (Geddes et al. 2003). Such results are taken as evidence that antidepressants are efficacious in the long term.

The problem of antidepressant discontinuation syndrome complicates the interpretation of such trials (El-Mallakh & Briscoe 2012). Antidepressant withdrawal symptoms can be mistaken as relapse, thereby inflating the relapse rate for patients randomized to be switched to placebo. Several studies have examined the impact of abrupt placebo substitution, though few have assessed depressive symptoms using standard measures. One trial examined the effects of abrupt placebo substitution for fluoxetine, paroxetine, or sertraline for a period of five to eight days (Rosenbaum et al. 1998). Participants and clinicians were blinded to placebo substitution. About one-third of patients on sertraline or paroxetine experienced worsening on the HAM-D to the point where they were labeled as having a depressive relapse using strict criteria (HAM-D ≥7). Using more relaxed criteria (HAM-D ≥12), 14% of sertraline-withdrawn patients and 20% of paroxetine-withdrawn patients had a depressive relapse on the HAM-D. Reinstatement of treatment eliminated these negative mood effects at the aggregate level; it was not reported whether some patients continued to have withdrawal-induced mood problems. Patients discontinuing fluoxetine had much lower rates of withdrawal-associated problems; this is likely due to its long half-life. Michelson and colleagues (2000) found similar results in examining placebo substitution for fluoxetine, paroxetine, or sertraline. A third trial comparing placebo substitution for either fluoxetine or paroxetine produced similar findings (Judge et al. 2002). Another trial examining paroxetine found similar effects at one week; however, paroxetine withdrawal was not associated with increased depression scores at two-week follow-up, although increases in anxiety were still significant (Montgomery et al. 2004).

A meta-analysis of 30 randomized withdrawal antidepressant studies found a statistically significantly lower risk of depressive relapse for patients taking antidepressants at 3-, 6-, 9-, and 12-month follow-ups. However, the relative advantage for antidepressants plateaued at 3 months, with the later follow-up periods finding no additional benefit beyond what had been achieved in the first 90 days (Kaymaz et al. 2008). Hence the enhanced relapse rate associated with switching to placebo is limited to the first 3 months. Elevated risk of relapse following medication discontinuation is not unique to antidepressants; similar phenomena have also been observed after removal of popularly used medications in bipolar and psychotic disorders (Franks et al. 2008, Goodwin et al. 2011, Moncrieff 2006, Tsai et al. 2011, Viguera et al. 1997).

In sum, there is much evidence that the randomized withdrawal method of examining antidepressant maintenance efficacy conflates short-term and protracted antidepressant withdrawal with long-term antidepressant efficacy. As noted in a thorough review of such studies, “researchers must be aware that additional research is required to clarify whether antidepressants are actually preventing future depressive episodes or simply preventing antidepressant withdrawal phenomena” (El-Mallakh & Briscoe 2012, p. 106).

Continuation trials are less likely to conflate withdrawal effects with efficacy. These trials simply follow antidepressant- and placebo-treated participants who demonstrated an adequate response during acute-phase treatment (typically six weeks) over a longer time frame. A meta-analysis of eight continuation trials found that 92% of antidepressant participants maintained response
compared to 79% for placebo. Although this is a statistically significant difference, it is much more modest than what has been observed in randomized withdrawal trials (Khan et al. 2008).

**PUBLICATION AND REPORTING BIAS**

When considering to what extent an antidepressant is efficacious, one might ask whether the drug is FDA approved for depression, examine the published medical literature, or investigate a broader base of data, including results unpublished in medical journals. For many psychiatric drugs (and medications in general), these sources are likely to provide substantially different information. An antidepressant can be FDA approved and appear to possess robust efficacy in published research, yet the totality of data may cast doubt on its utility.

**Efficacy**

Trials submitted to the FDA are one source of data regarding efficacy. However, few people read FDA reviews, and many FDA reviews are not publicly accessible. Furthermore, after marketing approval, clinical trial data are typically not submitted to the FDA. Clinicians and researchers are much more likely to consult the published literature than FDA reviews to learn about the merits of various treatments.

Unfortunately, the published literature often fails to accurately represent the underlying data. An analysis of antidepressant trial data submitted to Swedish regulators indicated that half of the 42 completed clinical trials remained unpublished and that trials with positive results were more likely to attain publication (Melander et al. 2003). Ninety percent of trials with positive results were published, compared with only 29% of trials with negative results.

In the eyes of drug sponsors, psychopharmacology trials are marketing tools. Even prior to their official approval for marketing, a publication plan for new drugs is developed, which leverages data on safety and efficacy to influence the targeted audience of prescribers. For instance, an internal Pfizer memo stated that “High quality and timely publications optimize our ability to sell Zoloft [sertraline] most effectively” (Clary 2000). The same document makes it clear that the data from sponsored drug trials belong to the company and the “purpose of data is to support, directly or indirectly, marketing of our product” (Spielmans & Parry 2010).

The antidepressant efficacy literature offers a rare comprehensive glimpse into discrepancies between the published literature and the underlying clinical trial evidence. An ambitious meta-analysis contrasted data contained in FDA reviews of 12 antidepressants to the journal articles based on the same underlying data. Data from all antidepressants approved by the FDA from 1987 to 2004 were included. Of trials yielding positive results according to the FDA, 97% were published in a medical journal. Some trials generated a “questionable” outcome, which found negative or uncertain results on the primary outcome but on which some of the secondary outcomes were positive; “failed studies” were also considered as generating “questionable” outcomes in this analysis. The results of half of these trials were not published in medical journals, whereas half were published but were written up as if the results were clearly positive. Clouding the picture yet further, only one-third of studies finding negative outcomes on the primary measure were published, and five of eight such published articles were written as if the study had a positive outcome. The magnitude of benefit for antidepressants over placebo was inflated by 32% (from $d = 0.31$ to $d = 0.41$) when comparing the published results to all trial results lodged at the FDA (Turner et al. 2008b).

Spinning negative data into a positive journal article involved tactics such as not reporting data from all participants (such as those who dropped out due to lack of efficacy or because adverse events were excluded); reporting data from only one site of a multisite trial; reporting data for something called an “efficacy subset,” apparently a euphemism for scrubbing inconvenient data
from the larger dataset; and switching primary outcomes post hoc (Turner et al. 2008a). For each of the 12 antidepressants approved from 1987 to 2004, the overall effect size was smaller in data extracted from the FDA reviews than from the journal articles associated with each drug. Thus, this manipulation of data is not limited to a handful of fluke occurrences; rather, for antidepressants it is standard operating procedure.

A similar study examined discrepancies between data reported to the FDA in antipsychotic trials for schizophrenia and the subsequent journal articles originating from the same studies (Turner et al. 2012). Relative to trials of antidepressants, journal articles more closely matched the underlying data, but there were still several studies in which the data reported to the FDA differed from the data published in journal articles.

A handful of antidepressant studies in children and adolescents trickled into journals from the late 1990s to early 2000s, all of which claimed that the drugs possessed a significant advantage over placebo. However, it turns out that the majority of antidepressant trials in youths found no statistically significant advantage over placebo and that, pooled together, the overall effect in terms of reducing depressive symptoms is very small (Bridge et al. 2007). The positive trials were published reasonably quickly, whereas negative results were either not published at all or often took several years between the date of last data collection and being published in a journal (Reyes et al. 2011). Furthermore, data regarding participants becoming suicidal while taking antidepressants were sometimes not included or were reported unclearly in subsequent journal articles (Healy & Cattell 2003, Jureidini et al. 2008). Thus, the medical literature was well out of line with the underlying data.

Internal AstraZeneca documents showed consternation within the company regarding the questionable efficacy of its antipsychotic drug quetiapine, yet data were presented that painted a much more favorable picture (Spielmans & Parry 2010). In 2000, at the annual convention of the American Psychiatric Association, favorable data were presented regarding quetiapine. A meta-analysis of four studies found that quetiapine was more likely to induce treatment response among patients with schizophrenia than its older generic competitor, haloperidol (Schulz 2000). In an accompanying press release, the author of the presentation stated, “I hope that our findings help physicians better understand the dramatic benefits of newer medications like Seroquel [quetiapine], because, if they do, we may be able to help ensure patients receive these medications first” (Olson 2009). However, an internal document described the results of research comparing the two compounds, and it concluded that quetiapine actually possessed weaker efficacy than haloperidol (AstraZeneca 2000). The company document was produced in March 2000, two months before the presentation of quetiapine’s efficacy. An email regarding the internal data analysis, from a publications manager at AstraZeneca, stated in part, “The data don’t look good. In fact, I don’t know how we can get a paper out of this” (Tumas 2000). In response to a journalist’s inquiry, the lead researcher on the 2000 presentation conceded that the claim regarding quetiapine being “significantly superior” was an exaggeration, yet maintained that the data analysis was accurate (Olson 2009).

AstraZeneca also conducted a comparative trial known as study 15. In this study, patients in partial to full remission of schizophrenia were randomly assigned to receive either haloperidol or quetiapine. At the end of the one-year trial, patients in the haloperidol group were significantly better than patients in the quetiapine group in terms of symptom ratings and fewer psychotic relapses. These negative results were not published. Instead, as noted in an internal email, cherry-picking occurred (Tumas 1999). On some measures of cognitive functioning, quetiapine was superior to haloperidol, which was the basis for a publication in the respected journal Schizophrenia Research (Velligan et al. 2002). The abstract included the statement, “Treatment with quetiapine at higher doses relative to haloperidol appears to have a positive impact on important domains of cognitive performance that have been found to predict role function and community outcomes in
patients with schizophrenia” (p. 239). Although the paper suggested community outcomes were better for patients taking quetiapine, it did not mention the increased risk of psychotic relapse and the poorer scores on symptom measures compared to haloperidol. According to a Google Scholar search, this article had been cited by 185 subsequent publications as of October 22, 2013—so the positive data on cognitive measures show up nearly 200 times in the scientific literature, whereas the negative efficacy data from the same study are invisible in the so-called scientific evidence base upon which physicians are supposed to base their prescribing decisions.

Although negative data are often not published, positive data may be reported over and over again. When attempting to perform a meta-analysis of risperidone’s outcomes for schizophrenia, one pair of authors found 20 articles describing results of randomized controlled trials, yet it appeared that these articles represented only 9 original trials, with the remaining publications simply republishing data that appeared elsewhere (Huston & Moher 1996).

A similar practice is “salami slicing,” publishing portions of clinical trials across several papers in what are sometimes called least publishable units. For instance, a small number of clinical trials may collect data on numerous outcomes across several demographic groups. Many pooled analyses (aggregating data across multiple clinical trials) are often published separately, based on highly overlapping or identical underlying data (Melander et al. 2003). In the case of duloxetine for treating depression, several pooled analyses were published separately. Examples include an analysis finding no notable differences in safety and efficacy between African Americans and Caucasians, and another paper based on the same trials finding no notable differences between Hispanics and Caucasians. A further pooled analysis found no differences in treating women ages 40 to 55 compared to other groups. Several other examples can be found in a review of pooled analyses involving duloxetine for depression; data from 6 duloxetine clinical trials were recycled in at least 20 subsequent pooled analyses (Spielmans et al. 2010). Although a much smaller number of pooled analyses could communicate data just as clearly, the publication of a large number of pooled analyses helps widely disseminate key marketing messages regarding the efficacy and safety of a product across many journals. This practice has rarely been analyzed systematically, but for many psychiatric drugs, a five-minute database search will reveal that the number of pooled analyses exceeds the number of published clinical trials by a large margin.

Space limitations preclude a lengthier discussion of publication bias, selective reporting of outcomes, changing primary outcomes, duplicate publication of positive results, and pooled analyses that fail to address a new research topic. However, it is well documented that these issues occur commonly in both the psychiatric literature and across the medical literature as a whole (Chan et al. 2004, Eyding et al. 2010, Howland 2011, Hrobjartsson et al. 2005, McGauran et al. 2010, Spielmans et al. 2013, Spielmans & Parry 2010). These practices have been referred to as marketing-based medicine, evidence-biased medicine, and other unflattering terms. Whatever such tactics are called, they lead to a distorted picture of drug efficacy.

Safety

Incomplete or misleading reporting of adverse events in clinical trials is widespread. An analysis of clinical trials published in six highly cited medical journals found that both the severity of adverse events and statistical tests regarding adverse events were often not reported (Pitrou et al. 2009). The same group also found that in a substantial minority of trials, only a subset of adverse events were reported (e.g., only those occurring in at least 5% of participants). Adverse event reporting in psychopharmacology appears no better than in the general medical literature. Across a wide body of psychopharmacology trials, the median space devoted to adverse events was 0.10 journal pages per article (a median of only 7.1% of the reported results), significantly less than the space
devoted to names of authors and their affiliations (Papanikolaou et al. 2004). We are aware of no broad-based systematic review of adverse event reporting in psychopharmacology trials published since Papanikolaou and colleagues’ paper in 2004. However, a recent meta-analysis of clinical trials examining antipsychotic augmentation of antidepressant treatment in depression found that 11 of 14 trials either did not report adverse events or only reported events that either occurred in (a) at least 5% of participants in any treatment group, (b) 10% of antipsychotic-treated participants, or (c) 13% of participants (Spielmans et al. 2013); of the 11 offending trial publications, 10 were published in 2005 or later, which suggests that reporting of adverse events has not improved substantially in recent years.

Clinical trials rarely assess adverse events systematically. In a typical trial, some sort of vague open-ended questioning is used to examine the presence of adverse events. This clearly leads to underreporting. One study enrolled 300 participants who were receiving outpatient treatment for depression. Participants were given a questionnaire that listed 31 antidepressant-related adverse events. Their treating psychiatrists completed progress notes as per their standard practice, which included blank lines on which adverse events could be written. Patients were much more likely to report adverse events than their treating clinicians: 90% of patients reported at least one adverse event, whereas their treating clinicians only reported at least one event in 26% of patients. Patients reported a mean of 7.4 adverse events; clinicians reported 0.6 such events (Zimmerman et al. 2010). When considering adverse events that occurred frequently or were rated as “troubling” by patients, the patient-clinician reporting gap was attenuated. However, patients still reported two to three times as many such events as did their treating psychiatrists.

The underreporting of adverse events in antidepressant clinical trials is clearly illustrated by side effects related to sexual functioning. Across five review articles focused on the safety of SSRIs within a few years after their release, only two reported the incidence of adverse events related to sexual functioning, with the two reviews reporting rates between 3% and 6% (Edwards & Anderson 1999). Randomized controlled trials of SSRIs often reported few, if any, adverse events related to sexual functioning. This likely relates to the sensitive nature of sexual experience. People often do not discuss sexual difficulties with close friends or family members; it seems unlikely that many people would report such experiences to nearly complete strangers without being specifically prompted. However, within a few years of the release of SSRIs, case reports of sexual side effects became commonly published (e.g., Kline 1989, Lydiard & George 1989). Systematic assessments of sexual functioning via questionnaires and interviews then occurred in several studies. In one study, 1,022 outpatients without a history of sexual dysfunction were asked brief questions regarding sexual dysfunction during each treatment visit. Among these patients, 59% reported sexual dysfunction after the onset of treatment, and 38% of those with sexual dysfunction reported that the related events were unacceptable and that they were at a “serious risk for noncompliance” with treatment as a result (Montejo et al. 2001). Another investigation found that whereas 14% of patients taking antidepressants spontaneously reported sexual adverse events, 58% of patients reported such events when directly questioned (Montejo-Gonzalez et al. 1997). A meta-analysis of trials that only (a) included participants whose sexual functioning was not impaired at baseline and (b) used some form of structured assessment of sexual dysfunction found that, as a group, over half of participants taking SSRIs reported at least one sexual side effect (Serretti & Chiesa 2009).

Current FDA labeling language (as of April 2013) openly admits to underestimating sexual side effects. For instance, various SSRIs provide prescribing information that indicate that changes in sexual desire, performance, or sexual satisfaction may be caused by either a psychiatric disorder or by SSRIs. The prescribing information states that “Reliable estimates of the incidence and severity of untoward experiences involving sexual desire, performance, and satisfaction are difficult to obtain, however, in part because patients and physicians may be reluctant to discuss them.
Accordingly, estimates of the incidence of untoward sexual experience and performance cited in product labeling are likely to underestimate their actual incidence” (e.g., Forest Lab. 2012, GlaxoSmithKline 2013a, Pfizer 2012). Escitalopram’s prescription information lists sexual side effects as having a 20% incidence rate versus 3% to 4% for placebo in clinical trials (males) and 6% versus 1% to 2% for females. This rate listing is followed by the statement, “There are no adequately designed studies examining sexual dysfunction with escitalopram treatment” (Forest Lab. 2012). The fluoxetine prescribing information is even less detailed, mentioning that decreased libido was the only sexual side effect reported by at least 2% of participants taking fluoxetine (4% for fluoxetine versus <1% for placebo) (Eli Lilly 2013). This can be compared to the results of a meta-analysis reporting treatment-emergent sexual dysfunction in approximately 70% of patients on fluoxetine and 10% of patients on placebo (Serretti & Chiesa 2009). The detail of sexual side effect reporting varies across the prescribing information of SSRIs, but all appear to substantially underreport the frequency of sexual side effects relative to systematic studies, in which rates of treatment-emergent sexual dysfunction are as high as 80% (Serretti & Chiesa 2009).

Research on suicidality related to antidepressant treatment has been plagued by data manipulations and reporting biases. Prior to beginning randomized treatment with either a drug or a placebo, many trials include a washout phase of a week or two during which all participants receive placebo. This serves to at least partially remove the influence of any prior psychoactive medication as well as to remove participants who improve during the placebo washout from the randomized comparison. Several clinical trials reported suicidal acts occurring during the washout phase as if they occurred during the randomized portion of the study, thus artificially inflating the rates of suicidal behavior for participants taking the placebo (Healy & Whitaker 2003).

Five suicide attempts that occurred in pediatric sertraline trials did not appear in the published versions of the studies; in addition, a patient who committed suicide on sertraline and three others who discontinued sertraline due to suicidal ideation were not reported in publications (Healy & Cattell 2003). Treatment-emergent suicidality was reported under the euphemism of “emotional lability” in the publication of a pediatric paroxetine trial (Jureidini et al. 2008). Furthermore, several additional cases of “emotional lability” appeared in an internal report of the study and were not included in the final study publication (Jureidini et al. 2008).

### Increasing Access to Data

In 1997, the FDA Modernization Act’s Section 113 mandated the creation of a public resource in which data from efficacy trials would be lodged (Food Drug Admin. Mod. Act 1997). This database would provide a list of ongoing clinical trials in all areas of medicine. The National Library of Medicine, in partnership with the National Institutes of Health, created [www.ClinicalTrials.gov](http://www.clinicaltrials.gov) in 2000. This was intended to serve as a readily searchable online database that included a section for study results. As evidence mounted that journal articles painted an overly optimistic picture of treatment efficacy and safety, the International Committee of Medical Journal Editors announced that, beginning with trials starting enrollment in July 2005, they would only publish trials that were registered at a site such as ClinicalTrials.gov. Furthermore, in 2007, FDA regulations were updated to mandate that results from trials lodged in ClinicalTrials.gov be published no later than 12 months after trial completion (24 months if the drug was under FDA review at the time of the study). With such regulations in place, data reporting should have improved notably. However, systematic studies indicate poor compliance with these legal requirements. One study examined a randomly selected sample of 677 trials that were marked as having data collection completed by the end of 2005. Over half of these trials were not associated with a publication in a journal at least two years after their completion. When researchers contacted the listed study official to
inquire about the publication status of studies that were apparently unpublished, their requests went unanswered 62% of the time (Ross et al. 2009).

Another study examined 738 completed trials registered with ClinicalTrials.gov, all of which should have reported their results within 12 months of study completion under federal law. Only 22% of these trials reported their results within the mandated time frame (Prayle et al. 2012). It is often perceived that failure to publish results is limited to private industry. Yet among 635 completed clinical trials sponsored by the National Institutes of Health, only 4% reported their results on ClinicalTrials.gov, and less than half of such studies had their results published in a medical journal within 30 months of study completion (Ross et al. 2012). Because clinical trial registries promoted transparency in data reporting, some hoped that such registries would increase the reporting of both relevant safety and efficacy data. However, problems clearly remain. Researchers examined a random sample of 500 ClinicalTrials.gov entries and were surprised that only one-quarter of them provided information about the number of patient deaths. Among 27 pairs of ClinicalTrials.gov entries and their associated journal publications, total deaths were apparent in only 15 studies, and the number in the ClinicalTrials.gov entry did not match the journal publication in 5 studies. In addition, 4 of 27 studies reported no deaths in the ClinicalTrials.gov entry but did report deaths in the journal article (Earley et al. 2013).

As noted previously, primary outcomes can be rejiggered after data are analyzed. If the original primary outcome is negative, then another outcome can be declared primary post hoc. This is obviously poor science but is surprisingly common. A comparison of ClinicalTrials.gov study protocols to their associated journal publications found that primary outcomes were changed in 31% of trials (Mathieu et al. 2009). A prior study compared published primary outcomes of trials with their Danish study protocols and found that 62% of trials had a discrepancy between the two (Chan et al. 2004). Both studies found that discrepancies between study protocols and published results tended to favor the reporting of statistically significant outcomes, with nonsignificant primary outcomes often being relegated to secondary status or not being published at all. These studies utilized different trial databases, so their results cannot be directly compared; however, they both indicate that published research results are often an overly optimistic spin on the underlying data (Chan et al. 2004, Mathieu et al. 2009).

In September 2012, the FDA was given responsibilities for enforcement of trial reporting requirements on ClinicalTrials.gov (Off. Comm. Food Drugs 2012). Specifically, the FDA is to determine whether clinical trial information has been submitted in a timely manner or whether information disseminated in clinical trial reports is “false and misleading.” Whether adequate staffing and funding will be provided and whether the FDA’s leadership perceives this as an important priority is not yet clear. Flustered by unsuccessful attempts to move data into the public realm, many researchers have strongly opined that greater access to data from clinical trials is sorely needed (e.g., Chan 2008, Gotzsche 2011, Tumber & Dickersin 2005). The latest large-scale effort has been led by a group named AllTrials, which proposes that all clinical trial protocols and data should be freely available to all (Alltrials.net 2013). We are hopeful that such efforts will eventually lead to much improvement in data reporting and thus a much firmer foundation for evidence-based medicine, but past efforts at reform have not planted seeds of optimism.

RECOMMENDATIONS

Requirements for New Drug Applications

Drugs demonstrating even quite small effects relative to placebo are approved if they can achieve statistical significance versus placebo in two trials, even if they have not achieved significance in
other trials. Furthermore, the clinical significance of the difference is not considered. These are but two of several problems with the current system, which is ripe for reform. We suggest the following changes in psychotropic drug approval:

1. The current FDA practice of requiring two positive trials—even if the preponderance of evidence casts doubt on a drug’s efficacy—is scientifically nonsensical. In an era of containing costs and, supposedly, following evidence-based medicine, perhaps legislative support could be generated requiring the FDA to thoroughly weigh both negative and positive trials.

2. The concept of assay sensitivity in evaluating antidepressants should disappear. There is no basis to support the idea that trials in which both an experimental and an established antidepressant fail to outperform a placebo are somehow flawed and should be discarded (Otto & Nierenberg 2002). A pooled analysis of data across similarly designed placebo-controlled trials would incorporate more data than would relying only on phase III trials or on trials that are not counted as “failed.” Such an analysis across trials should provide a broad-based assessment of efficacy on depression measures completed by clinical raters and participants while also incorporating data from such outcomes as social/occupational functioning and quality of life.

3. Information about negative as well as positive trials should be included in FDA-approved labeling. Currently this is not the agency’s practice. The NDA for vilazodone, for example, included seven placebo-controlled efficacy trials, only two of which were positive. The FDA-approved label makes no mention of the negative trials. Instead, it merely states, “[T]he efficacy of VIIBRYD was established in two 8-week, placebo-controlled trials in adult patients with MDD” (Forest Lab. 2013). Similar problems apply to the labeling of other antidepressants. There has been some internal debate at the FDA regarding this issue. Paul Leber, who served as director of the FDA’s Division of Neuropharmacological Drug Products, opined that “labeling that selectively describes positive studies and excludes mention of negative ones can be viewed as potentially ‘false and misleading’” (Leber 1998).

4. Criteria for clinical effectiveness should be examined and eventually adopted. These should be based on continuous outcome measures rather than response or remission rates, as the latter increase the risk of false positives and create the potential for patients with very similar improvement (e.g., 50% versus 49% symptom improvement) to be characterized as very different (responders versus nonresponders). NICE (2004) has proposed a three-point mean difference on the HAM-D or a standardized mean difference of 0.50 as criteria for clinical significance of antidepressants. This effect size corresponds to the cutoff for a moderate effect as defined by Cohen (1988). Adopting this particular cutoff would raise the bar for efficacy given that neither FDA-approved second-generation antidepressants nor antipsychotics as a group met this cutoff in their registration trials (Turner et al. 2008b, 2012). However, there is currently little hard evidence on the appropriateness of various cutoffs for determining clinical significance on continuous outcome measures; we thus encourage further research to examine what might make an appropriate benchmark for clinical significance.

In FDA registration trials, 5 of 12 modern antidepressants yielded a benefit of less than $d = 0.30$ over placebo, and 9 of 12 such drugs provided a benefit of less than $d = 0.40$ (Turner et al. 2008b). Yet in head-to-head trials, the drugs with somewhat higher effects have not generated convincingly superior results to those drugs that found lesser benefits compared to a placebo (Gartlehner et al. 2011). This is not surprising given that antidepressant-placebo differences will vary both systematically according to study design features as well as randomly across studies. Even if all drugs are estimating the same effect, they will yield
various effects across a small number of FDA registration trials. Setting a cutoff for clinical significance thus potentially sets up a situation where drugs scoring above the threshold are not actually superior to other drugs that failed to meet the cutoff. However, this does not mean that clinical significance should be ignored. By the same token, approximately half of the trials of approved antidepressants submitted to the FDA failed to show statistically significant drug-placebo differences. As with adopting a cutoff for clinical significance, the conventional cutoff for statistical significance (i.e., \( p < 0.05 \)) potentially sets up a situation where drugs scoring above the threshold are not actually superior to other drugs that failed to meet the cutoff.

Despite these caveats, we believe that statistical significance is still an important hurdle for a medication to clear. By the same token, clinical significance should also be a key benchmark in determining drug efficacy.

5. The randomized withdrawal design should not be used to assess long-term efficacy. The potential conflation of long-term efficacy with acute and longer-term drug withdrawal effects does not allow for reasonable conclusions to be made (El-Mallakh & Briscoe 2012). The use of a long-term continuation design is more appropriate. In such studies, participants who respond to either an antidepressant or a placebo in an acute-phase trial continue to receive the same treatment for several months to a year afterward.

6. Clinical significance should be interpreted in conjunction with potential harm. Rather than merely requiring that a certain level of statistical or clinical significance be demonstrated, harm/benefit analyses should be conducted. The question to be answered is whether the benefit produced by the drug outweighs its potential harm. In making this assessment, better methods of assessing side effects and other risks need to be used. Unless clinical trials assess adverse events more systematically, it will be difficult to compare safety profiles either across drugs or in relation to benefits, particularly during the FDA approval process. As described previously, sexual side effects were reported as rare in FDA approval trials for antidepressants but were later found to be quite common. It is clear that adverse event reporting in clinical trials, including those used for FDA approval, should be provided in detail and analyzed across trials. The use of systematic checklists and narratives as opposed to reliance on spontaneous report would be a substantial improvement. Clear operational definitions for various adverse events should also be provided for the sake of clarity. The CONSORT (Consolidated Standards of Reporting Trials) statement, a thorough guideline for safety reporting in clinical trials, has been proposed and endorsed by many experts in clinical trial design (Schulz et al. 2010). Adoption of such data-reporting guidelines for adverse events would be useful. Data from FDA clinical trials should be reported online in an easily accessible manner when a drug receives FDA approval.

7. Risk/benefit analyses should be interpreted in relation to those of alternative treatments that are available, including, but not limited to, other medications. To date, little difference in efficacy has been shown between one antidepressant and another, and consideration of adverse events has been suggested as a better criterion for treatment choice (Gartlehner et al. 2011). Comparisons of antidepressants with nondrug treatments also indicate comparable short-term benefits (Khan et al. 2012, Spielmans et al. 2011), so here, too, potential harm might provide a sound basis for treatment choice.

8. It is not clear whether the proliferation of antidepressants with similar modest efficacy, often-similar adverse event profiles, and similar purported mechanisms of action has done anything to improve mental health at a societal level. During the time of widely expanding antidepressant prescriptions, with a glut of SSRIs and SNRIs on the market, there is no evidence that depression at a societal level is improving. Rather, rates of mental health
disability and the societal costs attributed to mental illness continue to increase (Deacon 2013). Perhaps a new antidepressant should be required to demonstrate some sort of clear advantage over an existing treatment—lest another antidepressant enter the market with little to distinguish itself from generic products except a higher price tag and an accompanying marketing blitz.

9. The sole focus on clinician-rated depression severity measures is clearly problematic, as important measures such as self-reports of depressive symptoms, quality of life, and functional impairment are completely ignored in this process (Bech 2005, Healy 2000, Papakostas et al. 2004, Spielmans et al. 2013). There is no good reason to discard such measures when evaluating an antidepressant. An antidepressant should have broad-based efficacy in improving most or all of these measures to some extent. The amount of superiority over a placebo that can be expected in short-term trials on such measures is unclear at this point. However, it is clear that some drugs approved as antidepressants fare poorly on these measures. For instance, the antipsychotic drugs aripiprazole and quetiapine as well as an olanzapine/fluoxetine combination have been approved as adjunctive treatments for depression unresponsive to initial antidepressant intervention. Across three trials, aripiprazole outperformed a placebo by a small effect size of 0.23 on a quality-of-life measure; this modest effect becomes even smaller when patients who violated study protocol are excluded from analysis. Quetiapine and olanzapine/fluoxetine did not show any benefit over a placebo in terms of quality of life (Spielmans et al. 2013).

Quality-of-life measures were not reported in the FDA reviews of most modern antidepressants. Trials in the FDA application for duloxetine used quality-of-life measures and found positive results in about half of the comparisons with a placebo, depending on which measures are included (Siddiqui 2003). The FDA application for desvenlafaxine mentions quality-of-life measures being used but did not describe their results (Chen et al. 2007). It is encouraging that applications for these two relatively recent antidepressants included such measures, but it was disappointing they were not considered meaningful by the FDA. We believe these outcomes should be upgraded in terms of importance because the utility of an antidepressant that provides a statistically significant benefit on a depression measure yet fails to improve quality of life is questionable.

In trials of drugs to be marketed as treatments for cognitive symptoms of schizophrenia, the FDA is requiring use of a “coprimary” measure of functional capacity (Green 2007). The development of such measures has been thoughtful and deliberative, with leaders in the field acknowledging the challenges of finding a measure of real-life functional capacity capable of showing change during short-term trials (Bellack et al. 2007). Performance-based assessments of daily activities are often used to assess functional capacity in schizophrenia; patients who can perform basic tasks such as writing checks, role playing how to handle emergency situations, and planning a public transit trip are more likely to function independently (Mausbach et al. 2008). A recent validation study found that multiple functional capacity measures showed strong measurement properties, but with a substantial caveat. The correlations between functional capacity measures and a quality-of-life scale used to measure community functioning were low (Green et al. 2011). Although other research has linked functional capacity to community functioning (e.g., Maushbach et al. 2011), consistent evidence linking functional capacity to real-world functioning in the context of clinical trial settings is lacking. In other words, it is not known whether improvement on such measures in clinical trials actually relates to better quality of life. Sorting out how to measure (and enhance) functional outcomes in schizophrenia is an area of much current research interest. Unfortunately, it appears that a drug could garner FDA approval via a statistically
significant benefit on both cognitive symptoms and scores on a coprimary measure of functional capacity, yet leave patients with no substantial gain in terms of actual functioning or quality of life. There is precedent for such a possibility.

The FDA required a coprimary measure of global functioning in antidementia drug trials. However, FDA-approved drugs for dementia offer only a clinically marginal benefit over a placebo on both neuropsychiatric ratings and measures of functioning (Kaduszkiewicz et al. 2005, Trinh et al. 2003). Thus, requiring a coprimary measure is no guarantee that FDA-approved drugs will actually generate real-life benefit. We hope that the FDA will adopt standards wherein some sort of meaningful (not just statistically significant) benefit is required for new drugs. Quality of life and functional status may be appropriate measures among most psychiatric outpatients, although we acknowledge assessing such outcomes in short-term trials is challenging, particularly among patients with more severe psychiatric disability. Perhaps longer-term trials are needed to test for potential benefit on meaningful measures.

10. Clinical trials of antidepressants have also rarely included self-report measures of depressive symptom severity. When such measures have been included, they appear to show less of a drug-placebo difference than is obtained on clinician reports, though it is unclear whether this is due to rater bias or differing items across measures (Spielmans & McFall 2006). In any case, several self-reports of depression have solid psychometric properties in assessing depression, and such measures should comprise part of the efficacy portfolio for putative antidepressants.

An overarching problem across efficacy research for both medications and psychotherapy is the uncertain relationship between outcome measures and real-life referents (Kazdin 2006). For instance, it is unknown to what extent a two- or three-point advantage for an antidepressant over a placebo on the HAM-D translates into any particular real-world outcome. Given the dizzying number of individual-item score combinations that may result in the typical two- or three-point advantage for an antidepressant over a placebo, some small differences on depression rating scales probably reflect meaningful differences in a participant’s life, whereas others do not. Having participants complete outcome measures with evidence of reliability and validity gives the appearance of science. But we know precious little about how change on these measures is calibrated with real-life improvement.

**Required Efficacy and Safety Communication**

Currently, the FDA is required to post NDAs online within one year after approval. However, the FDA is clearly not meeting its obligation in this regard. For instance, olanzapine/fluoxetine and quetiapine were both FDA approved in 2009 as adjunctive treatments for depression (in March and December, respectively). For each approved drug, the FDA website includes a main page that provides links to drug labels as well as approval-related documents, such as NDAs (for a guide on navigating the FDA website, see Turner 2013a). Because the olanzapine/fluoxetine NDA was not available on the FDA site, the first author of the present review filed a Freedom of Information Act request to obtain it in October 2012. After a delay of over six months, the NDA was received. The NDA for olanzapine/fluoxetine then appeared on the FDA website sometime between May 2 and July 11, 2013. The NDA for quetiapine as an adjunctive antidepressant is not on the FDA website as of this writing. However, those who are willing to spend substantial time digging through the FDA website can find the FDA’s statistical review on quetiapine as presented in an advisory committee meeting prior to the drug’s approval (Dinh et al. 2008).
We acknowledge that the FDA provides as much or more information to the public as do similar regulatory agencies in other nations, such as HealthCanada or the European Medicines Agency (EMA) (Turner 2013b). However, as early as 2014, the EMA may implement a policy mandating the release of raw data contained in trials submitted for regulatory approval. The EMA and various stakeholders were working through this process as the current review was being written.

When clinical trial summary data underlying a regulatory approval are not provided online, then the sponsoring drug firm is entirely in charge of deciding what information should be presented publicly. This often leads to the inflation of apparent drug efficacy data in medical journals (Turner et al. 2008b, 2012). For example, although the FDA review of vilazodone essentially ignored the negative findings of five efficacy trials, at least their existence and main results were acknowledged. This can be contrasted with a “comprehensive evaluation” funded by the sponsor of vilazodone, which did not even report the existence of these negative results (Reed et al. 2012).

A clear presentation of results in all individual trials on all outcome measures as well as a thorough pooled analysis across all trials would likely prove useful in clearly communicating information on drug efficacy. Such information should be posted concurrently with a drug’s approval rather than awaiting posting within the mandated 12 months, which in current practice is enforced only occasionally.

CONCLUSION

The FDA’s framework for evaluating clinical trials allows drugs with minimal efficacy in terms of symptomatic improvement—and no benefit in terms of quality of life or social functioning—to enter the marketplace as approved treatments. The published medical literature inflates the apparent efficacy of antidepressants (and other psychiatric drugs) while downplaying or altogether hiding adverse events. We have proposed a number of ways in which the FDA could raise its standards for approving drugs and more effectively disseminate data to clinicians, researchers, and potential consumers of medication.

A cynic may believe—perhaps with ample justification—that making our suggested changes would simply lead to other questionable maneuvers and subterfuge on the part of drug sponsors. Nonetheless, we believe that some attempt at reform is likely better than throwing up our hands and declaring that we must accept living with lax FDA drug approval standards and poor data reporting both by the FDA and in the wider literature.

SUMMARY POINTS

1. If a psychiatric drug outperforms a placebo by a statistically significant margin in two trials—even if several other trials have failed to demonstrate efficacy—the drug is considered efficacious by the FDA.

2. The FDA should begin weighing clinical significance in its drug approval process.

3. The FDA’s use of “lack of assay sensitivity” to label some negative trials as “failed trials” lacks a solid scientific foundation.

4. The randomized withdrawal design to assess maintenance-phase drug efficacy confounds short- and long-term drug withdrawal with putative treatment benefits.

5. The FDA has sometimes considered studies that were negative on the primary outcome variable as providing positive evidence of efficacy.

6. The published literature overestimates drug efficacy and underestimates drug risks.
7. Clinical trials for new drug applications should include such measures as depression self-reports and assessments of quality of life; a true antidepressant should yield benefits on such outcomes.

8. The FDA should more consistently and promptly post data on newly approved drugs.
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